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Preface

Computer vision is a subfield of artificial intelligence that enables the under-
standing of the content of digital images, such as photographs. Currently, ma-
chine learning is making impressive inroads in tackling challenges posed by
computer vision related tasks, promising further impressive advances.

Speaking of computer vision, two modes of books frequently appear (i) ref-
erence-based textbooks written by experts, who often are academics, targeting
students and practitioners, and (ii), programming oriented books (i.e., play books)
written by experts, who often are developers and engineers, and designed to be
used as references by practitioners. Whereas the former mainly focus on general
methods and theory (Maths) and not on the practical aspects of the problems and
the applications of methods (code), the latter focuses mainly on the techniques
and practical concerns of the problem solving, where the focus is placed on
examples of codes and standard libraries.

Although programme-based books briefly describe techniques with relevant
theory (Maths), they probably do not predispose themselves for use as primary
reference. In this regard, Dr. Jason Brownlee, a machine learning specialist who
teaches developers how to obtain results from modern machine learning methods
via hands-on tutorials recommends the work of Richard Szeliski (2010; Comput-
er Vision: Algorithms and Applications) since it provides a short, focused, and
readable introduction to computer vision complete with relevant theory, without
getting too bogged down. For programmers, he suggests Jan Erik Solem’s (2012;
Programming Computer Vision with Python) since it focuses on real computer
vision techniques with standard (or close enough) Python libraries. It is an excel-
lent starting point for those who want to get their hands dirty with computer vi-
sion.

Our contribution, therefore, intends to be a go between these two types of
books. On the one hand, it is like a programmer’s book presenting many differ-
ent techniques illustrated by a large number of examples, accompanied by de-
tailed discussions on the Mathematics behind the different methods. The codes
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of the algorithms are given in Python as well as in Mathematica form. In the book
the version of Mathematica 11 integrates Python, most of the codes are blended
as hybrid codes, however in the electronic supplement the recent version of
Mathematica 12 is employed and uploaded to Researchgate. Mathematica is an
incredibly powerful platform with a fun and intellectually pleasing language, but
is expensive and closed source. Python is a convenient, powerful language with
a lot of support from the developer community. For as long as the two have
existed people have been trying to tie them together, so that one can utilize the
integrated advantages of both languages.

This book is divided into five chapters. The first one deals with dimension
reduction techniques of visual objects where besides the standard methods; it in-
cludes Independent Component Analysis, AutoEncoding and Fractal Compres-
sion. The second chapter discusses classification methods that include Support
Vector Classification. In the third chapter, different clustering techniques are
demonstrated, like Hierarchical Clustering, Density-Based Spatial Clustering of
Applications with Noise and Spectral Clustering. The fourth chapter presents
different regression techniques, where different robust regression models such as
Expectation Maximization, RANSAC and Symbolic Regression are also dis-
cussed. The last chapter provides a deep insight into applications of neural net-
works in computer vision. Besides the standard network types, Deep Learning
and Convolutional Networks are also discussed. At the end of every chapter, the
considered methods are compared and qualified from different practical points of
views.

The authors:

Joseph L. Awange Béla Paldancz Lajos Vilgyesi
Curtin University Budapest University of Budapest University of
Australia Technology and Economics Technology and Economics
Hungary Hungary

Budapest — Perth — Karlsruhe
May 2019
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Introduction

1 Computer Vision and Machine Learning

Computer vision (also known as machine vision; Jain et al., 1995), a multi-
disciplinary field that is broadly a subfield of artificial intelligence and machine
learning has as one of its goals the extraction of useful information from images.
A basic problem in computer vision, therefore, is to try to understand, i.e., “see”
the structure of the real world from a given set of images through use of special-
ized methods and general learning algorithms (e.g., Hartley and Zisserman 2003;
see Fig. 1). Its applications are well documented in Jdhne and Haul3ecker (2000),
where it finds use e.g., in human motion capture (Moeslund and Granum 2001).
With the plethora of unmanned aircraft vehicles (UAVs) or drones (see Awange
2018; Awange and Kiema 2019), computer vision is stamping its authority in the
UAV field owing to its intelligent capability (Al-Kaff et al., 2018). Several pub-
lications abound on computer vision, e.g., on algorithms for image processing
(e.g., Parker 2011, Al-Kaff et al., 2018), pattern recognition/languages in com-
puter vision (e.g., Chen 2015), feature extraction (Nixon and Aguado 2012) and
among others.

On its part, Machine Learning (ML) is the employment of statistical tech-
niques by computers to learn specific and complex tasks from given data that are
discriminated into learnt and defined classes (Anantrasirichai et al., 2018, 2019).
They have widely been used, e.g., for landslides studies (Yilmaz, 2010), vegeta-
tions (Brown et al., 2008), earthquakes (Adeli and Panakkat, 2009), land surface
classificatios (Li et al., 2014) and for classification of volcanic deformation (An-
antrasirichai et al., 2018, 2019). Lary et al., (2016) provides a good exposition of
its application.

Traditionally, computer vision’s contributions are largely grouped into two
categories; fextbook-based that focus on methods and theory rather than on the
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practicality, and programming-based that focus on the techniques and the practi-
cality of solving the problems. There is hardly any book that tries to bring the
two together; i.e., methods/theory on the one hand, and techniques/practicality
(i.e., codes) on the other hand. This present book attempts to fill this missing gap
by treating computer vision as a machine-learning problem (Fig. 1), and disre-
garding everything we know about the creation of an image. For example, it
does not exploit our understanding of perspective projection.

[ Artificial Intelligence ]

N

[ Machine Learning ]

e

[ Computer Vision ]

Fig. 1 Relationship between Computer Vision, Artificial Intelligent and Machine Learning.

In general the image processing chain contains five different tasks: repro-
cessing, data reduction, segmentation, object recognition and image understand-
ing. Optimisation techniques are used as a set of auxiliary tools that are available
in all steps of the image processing chain, see Fig. 2.

. : : Object Image
»{ Preprocessing H Data reducnonH Segmentation H recognition H understanding }—b

t 1 t

‘ Optimisation \

Fig. 2 The image processing chain containing the five different tasks.

Many popular computer vision applications involve trying to recognize
things in photographs; for example:
1. Object Classification: What broad category of objects are in this photograph?
Object Identification: Which type of a given object is in this photograph?
Object Verification: Is the object in the photograph?
Object Detection: Where are the objects in the photograph?

Object Landmark Detection: What are the key points for the object in the
photograph?

iy e ) b

o

Object Segmentation: What pixels belong to the object in the image? and
7. Object Recognition: What objects are in this photograph and where are they?
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Let us consider some examples, where Machine Learning techniques are ap-
plied to solving these computer vision problems.

Example 1 (Segmentation as Clustering)

Segmentation is any operation that partitions an image into regions that are co-
herent with respect to some criterion. One example is the segregation of different
textures. The following is an image that highlights bacteria. Now, we would like
to remove the background in order to get clear information about the size and
form of the bacteria.

img=

=

Fig. 3. Original image.
= RemoveBackground[img, {"Foreground", "Uniform"}]
P

Fig. 4. Image of bacterias after background removal.

Example 2 (Object Recognition as Classification)

Object detection and recognition determine the position and, possibly, also the
orientation and scale of specific objects in an image, and classify them. In the
image below, we can get information on the type of the image object (car) and
the possible subclasses probability.

Fig. 5. Original image.
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= data=Imageldentifyn[img, car (WCRD), 10, "Probability"]

& <|convertible — 0.725076,saloon — 0.150854, coupe — 0.0760313,
station wagon — 0.0414005,hatchback — 0.00342106,
limousine — 0.00153371,automobile — 1. |>

Example 3 (Image Understanding as Landmark Detection)

Key points of an image can characterize the main feature locations of an image.
This information can be employed for further image processing operations like
image transform, classification and clustering. Consider the image in Fig. 6 be-
low.

Fig. 6. Original image of a cathedral.

Let us find the first thirty most important keypoints of the image.

=> HighlightImage[img, ImageKeypoints[img, "MaxFeatures" — 30]]

Fig. 7. The first thirty most important keypoints.

2 Python and Mathematica

In this book, we employ Python (see e.g., Lutz 2001; Oliphant 2007) and Math-
ematica (e.g., Maeder 1991) as well as their blending, since Python code can be
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run from Mathematica directly. It is therefore appropriate to provide a brief dis-
cussion on them. This section is thus dedicated to their exposition.

Python is now undoubtedly the most popular language for data science pro-
jects, while the Wolfram Language is rather a niche language in this concern.
Consequently, Python is probably well-known to the reader compared to Math-
ematica. Given that Wolfram Language, widely used in academia (especially in
physics, mathematics and financial analytics) has been around for over 30 years,
it is actually older than both R and Python.

The general principle of the Wolfram Language is that each function is very
high level and automated as much as possible. For example the Classify[ | func-
tion chooses the method automatically for the user. However, the user can also
set it manually to something like Method — "RandomForest". The neural net-
work function employed in Mathematica uses MxNet as a backend and is similar
in its use to Keras in Python, although nicer to view. In general, the Machine
Learning (ML) functions in Wolfram have a black box feeling to them, although
there are lower level functions as well. One should therefore not blindly trust
that the automatic solutions provided by the Predict and Classify functions are
the only optimal solutions. They are often far from that and at best give baseline
solutions on which to rely upon. One can then always use lower level functions
to build one’s own customized ML solution with Wolfram or Python. However
this ability of Mathematica has been improved considerably in the last version
released in 2019.

Mathematica has a very good system for documentation with all built-in
functions. Also, the documentation itself is in notebooks so that one can quickly
try something directly inside the documentation. The documentation in Mathe-
matica is really good, but Python has a much bigger community with a widened
network of support such that it is very likely that one finds an answer to a given
problem. Also, one can learn a lot through sites like Kaggle. The Wolfram Math-
ematica community in comparison is small and therefore it is harder to find rele-
vant information, although the Mathematica community (https://mathematica.
stackexchange.com) on stack exchange is really helpful.

So let us talk about the elephant in the room: the price. Mathematica is not
free, it is actually quite expensive. Since Mathematica comes with all functions
from the start, there is no need to buy additional "Toolboxes" like in Matlab.
Now, we present some bullet points for both languages in no particular order.

Wolfram Mathematica

— natural language interpretation

— pattern matching is powerful and prominent, for example in function dec-
laration

— interactive and very good documentation

— consistent



Introduction

— symbolic, one can pass everything into a function (has a lot of advantages
but also makes it harder to debug)

— more advanced notebooks

— no virtual environments and dependencies

— works the same in every OS

— most of the time there is only one obvious way to do things, for example
plotting

— Dynamic and manipulates functions for more interactivity

— built-in knowledge

— indices start at 1

— instant Application Programming Interface (API) (although only in the
Wolfram Cloud or one’s own Wolfram Enterprise Cloud)

— hard to find a job / hard to recruit people who know Wolfram

Python

"There is a package for that"
— closer to state of the art
— codes are easier to read and to maintain
— debug messages are usually more helpful
— free
— learn from Kaggle
— lots of possibilities to deploy a trained model
— a lot of online courses, podcasts and other resources
— use of google-colab or Kaggle for learning ML without a local GPU
— pandas is easier to use than the "Dataset" in Mathematica
— bigger community, hence easier support.

Learning another language is usually beneficial for one’s overall understand-
ing of programming. So learning Wolfram might be a nice addition. We use the
Wolfram language for quick prototyping of ideas and often come up with inter-
esting combinations of data or feature engineering with the built-in knowledge
of the Wolfram language. In addition, a quick Manipulate is fun and can help a
lot in understanding the problem and data better.

In Mathematica, with just one line, one can deploy our model as an
Application Programming Interface (API) or web-app, although only in the
Wolfram infrastructure, which might not fit inside one’s infrastructure or policy.
Also, the high level functions Classify and Predict are too much of a black box
and even standard scikit learn algorithms outperform them.

Overall, we hope that both languages inspire each other, as the jupyter note-
book was certainly inspired by Mathematica. On the other hand Wolfram will
have a difficult future if they continue to try to do everything on their own and
lock users into their infrastructure. Therefore, a combination of the two lan-
guages will be more and more fruitful in the future. For more details see: Wolf-
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ram Language (Mathematica) vs. Python for Data Science Projects, 2019,
ATSEDA AB (https://atseda.com/en/blog/2019/02/12/mathematica - and - py-
thon)
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